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-We cannot escape 
probability forecasts!-We want more 

accurate 
deterministic weather 
forecasts – not some 

bloody index that 
tells how bad the 

forecasts are!

We all want more accurate 
deterministic weather 

forecasts. 
But as long as they are not 

100% perfect, knowing 
their uncertainty improves 

our decisions.
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-We cannot 
escape 

probability 
forecasts!

When the deterministic 
forecasts become more 

accurate the public’s demands 
will increase: more details, 

better timing, long forecasts.

So the role of uncertainty 
will never go away!

-Why all this talk about 
uncertainty and 
probabilities?

– The computer 
forecasts have 
never been so 

accurate!
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D+8 forecast 7 December

D+7 forecast 8 December

In mid-December 2011 British meteorologists faced a 
difficult weather situation with great uncertainties of the 
track of an approaching 
severe storm:
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D+6 forecast 9 December

D+5 forecast 10 December
The jumpiness and 

uncertainty 
continued on D+4, 

D+3 and D+2
I’ll come back to how 

the Met Office and BBC 
tackled this situation
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Probability forecasting is
1. Politically controversial 

Leaves the decisions to the decision makers and they 
will be unable to blame some external source

2. Scientifically controversial
Deterministic weather models versus probabilistic.
The maths of probabilities is simple but different

3. Philosophically controversial
What is “probability”? Frequentist “objective” vs
Bayesian “subjective” statistics
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1.Politically controversial

+ Probability forecasting yields more useful forecasts 
than categorical since the quality is implicitly stated. 
But it is said that:

- Probability forecasting “just covers your back”
because they are never right or wrong 

Forecasts of 30% chance of rain will be followed by rain on 3 occasions out 
of 10 and 60% forecasts on 6 occasions out of 10 (or 3 out of 5 or 12 of 20).

- Probability forecasts are “difficult to communicate”
and “are not understood by the public”

I am not sure this is true
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Why are probability forecasts more useful than dete rministic?

The school book “cost/loss” explanation

1. Some high impact weather will cause a loss 
L if there is no protection

2. If the chance of high impact weather is p%
the expected loss on that day is p·L

3. The protection cost is  c

4. If p·L the expected loss > the protection cost c � Protect!!

or if  p > c/L then protect!
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Expected 
mean cost/day

£30

£20

£10

£0

Assume L=£100 and an average p=30%

£0 £30 £60 £90 protection cost c

£30

£20

£10

0

Never protect
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Expected 
mean cost/day

£30

£20

£10

£0

Assume L=£100 and an average p=30%

£0 £30 £60 £90 protection cost c

£30

£20

£10

0

Never protect

Always 
protect
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Expected 
mean cost/day

£30

£20

£10

£0

Assume L=£100 and an average p=30%

£0 £30 £60 £90 protection cost c

£30

£20

£10

0

Never protect

Always 
protect

Perfect 
forecasts

Use of skilfu
l 

forecasts
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Expected 
mean cost/day

£30

£20

£10

£0

Assume L=£100 and an average p=30%

£0 £30 £60 £90 protection cost c

£30

£20

£10

0

Never protect

Always 
protect

Perfect 
forecasts

Use of skilfu
l 

forecasts

Break even point
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Expected 
mean cost/day

£30

£20

£10

£0

The expected loss per day for different protection costs c

£0 £30 £60 £90 protection cost c

£30

£20

£10

0

gain

Never protect

Always 
protect

Deterministic 
forecasts

Perfect 
forecasts

Useful 

forecasts

Ob 
Fc R _

R 20 10
- 10 60
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Ob 
Fc

R _

R 20 10
- 10 60

Ob 
Fc

R -

R 10 0

?? 20 20

- 0 50

Categorical Non-categorical

But not all of the 100 forecasts are certain

Can we quantify that 
uncertainty?
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Ob
Prob

R _

100 10 0
80 8 2
60 6 4
40 4 6
20 2 8
0 0 50

Ob 
Fc

R -

R 10 0

?? 20 20

- 0 50

Non-categorical Probabilistic

We can quantify the uncertainty
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gain

Never protect

Always 
protect

Deterministic 
forecast

Probabilistic 
forecasts

Ob
%

R _

100 10 0

80 8 2

60 6 4

40 4 6

20 2 8

0 0 50

Expected 
mean cost/day

£30

£20

£10

£0
£0 £30 £60 £90 protection cost c

£30

£20

£10

0

Probabilities yield gains for all possible protection costs 
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2. Scientifically controversial

- Why did it take so long for 
probability theory to 
develop? People have 
played games for millennia!
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2.1  Probability theory grew out of the interest in gambling

But people have 
gambled since the 
last ice age or even 
before that – so 
why the delay??

Stone age dices
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Birth of classical 
probability theory

The sum of three dices seem 
to sum equally for 9 and 10

1+2+3=9 1+3+6=10
1+3+5=9 1+4+5=10
1+4+4=9 2+2+6=10
2+2+5=9 2+4+4=10
2+3+4=9 2+3+5=10
3+3+3=9 3+3+4=10

Still 10 is slightly more likely – why?

Gerolamo Cardano
1501-76

Galileo Galilee 
1564-1642

The last throws can be differently combined 

6 6
6 6
3 3
3 3
6 6
1 3
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Why did this knowledge not “spill over” into science?
Because people did not have any perception of randomness

Everything was 
decided by Him! 

Throwing a die was 
also a way to find out 

His opinion
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The Lisbon earthquake and tsunami 1755

made people start doubt the 
existence of an all mighty God that decided everything.  

From 1750’s ideas about randomness in science
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Poor 18 th century 
understanding of 
randomness in 
measurement errors

1. Scientists had the routine to 
select their “best” measurement

2. They didn’t understand that 
measurement errors added up 
and did not randomly cancel out

3. The disliked averages of 
observations since these did not 
normally agree with measured 
values

The same is true 
for 21 st century 
weather 
forecasters

1. Many forecasters look for 
the Model of the Day

2. Many forecasters feel 
uncomfortable with more 
than one NWP

3. The ensemble mean is 
disliked because it does 
not represent a possible 
state of the atmosphere
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Five types of determinism (after Gigerenzer et al 1989,1995)

1. Metaphysical determinism: Everything is already decided and 
there is no free will

2. Epistemological determinism: We can, at least in principle, 
predict the future

3. Scientific determinism: We can predict the future as perfectly 
as we wish

4. Methodological (or pragmatic) determinism: Perfect forecasts 
are not possible because of unknown factors

5. Effective determinism: Although Heisenberg’s uncertainty 
relation excludes forecasts on a molecular level it is less true
at larger scales
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All possible events = N

Favourable 
events = F

Other 
favourable 
events = G

…even 
more= H

Andrei Kolmogorov’s definition of probabilities, 1933

1.Probability for any 
event = 100%

2.Probability for one 
type of events = F/N

3.Probability for 
several mutually 
independent events 
= (F+G+H)/N
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There are three different types of probabilities
3.1 The classical one (throwing dice or coins) � Combinatorics It teaches us it 
is not trivial to add or divide probabilities such as 30% rain prob and 20% gale prob

anti-correl 50

15 10

highly correl 50

1510

uncorrel 50

15 3 10

Normal situation 50

1510
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There are three different types of probabilities
3.1 The classical one (throwing dice or coins)’

3.2 The frequentist (annual rain probability in Uppsala = number 
of rain days/365)

Probabilities calculated from the Model Output Statistics (MOS) 
fall into this category

Long (> 3 yrs) record of weather observations

Statistical regression analysis

Long (> 3 yrs) record of NWP forecasts

Current 
NWP

forecast

Most 
likely 

weather
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There are three different types of probabilities
3.1 The classical one (throwing dice or coins)

3.2 The frequentist (annual rain probability in Uppsala = number of rain days/365)
Probabilities calculated from the Model Output Statistics (MOS) fall into this category

3.3 The subjective (Bayesian)
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Limitation of the frequentist definition:
Before summer 2000 Concord was regarded as the world’s 

safest airplane with 0% accidents (per flight hours). . .

__0___  
100 000h<

__1_____  
1 000 000h

__1___  
100 000h>

__1_____  
1 000 000h

. . .after the summer 2000 crash it 
became the most unsafe
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Probability

Mental pdf of end 
result after carefully 
having considered all 
information

New 
information

Sweden scores a goal
Adjustment of the 
mental pdf to the 
new information

Denmark scores more than Sweden   Draw    Sweden sc ores more than Denmark

Denmark-Sweden football

After 78 
minutes: 0 - 1

An other example where the frequentist application breaks down
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The subjective or Bayesian probability
A quick primer (from the 2004 movie “Shall we dance?”)

He is 
often late 
from work 
– he must 
be having 
an affair

Richard 
Gere

Susan 
Saradon

This shows that she is not an 
educated Bayesian!
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The subjective or Bayesian probability
A quick primer (from the 2004 movie “Shall we dance?”)

He is 
often late 
from work 
– he must 
be having 
an affair

Richard 
Gere

Susan 
Saradon

This shows that she is not an 
educated Bayesian!

All husbands

Late from work

affair

Prob (being late from work because having an affair, 70%) is greater
than Prob (having an affair among those being late from work,10%)

P (late | affair) > P (affair | late)
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The statistical community has since long been 
divided into Frequentists and Bayesians

Karl Pearson 
1857-1936

Egon Pearson 
1895-1980

Jerzy Neyman
1894-1981 Leonard J. Savage

1917-71

Robert O. Schleifer
1914-94

Howard Raiffa 1924 -

Ronald S Fisher
1890-1962

Harold Jeffreys
1891-1989
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A

C

B

N

P(A) = A/N

C=A� B

p(B|A) = C/A
p(A|B) = C/B

p(A)·p(B|A)
p(B)

P(B) = B/N

p(A|B) =

Deriving the Bayes’ theorem
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I have got 2 children of which one is a boy: 

-What is the probability that the 
other is also a boy? Both sexes equally likely 50%

a) Totally three possibilities: BB B G GB GG of which only one BBX

1st child 
BOY

1st child 
GIRL

2nd child
GIRL

2nd child
BOY

Prob(BB | B of CC)=
prob(BB)·prob(B of CC|BB)

prob(B of CC)

25%

75% 100%

33%
b) Venn diagram c) Bayes’s Rule
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Thomas Bayes’ experiment 

x 1-x
A line is drawn on a billiard table
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Thomas Bayes’ experiment

The thrower (Thomas) 
doesn’t know where the 
white line is, and is only 
told on which side of the 
white line the subsequent 

balls end up

Left

Left

Rightx 1-x

Three balls are thrown randomly on the table and Bayes is only told 
if they end up to the right or to the left of the white line. Will he from 
this scares information be able to esti mate the position of the line?
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.0      .1      .2       .3       .4      .5       .6       .7  .8      .9      1.0

x = position of the white line
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N=0

� �
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ei
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t x

All x-positions have to a priori be regarded as 
equally likely 

“Principle of Insufficient Reason”
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For one reason or the 
other we do not like this 
result and decide to 
modify it subjectively

Subjective probabilities
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For one reason or the 
other we do not like this 
result and decide to 
modify it subjectively

Subjective probabilities
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Pdf after 
subjective 
modification

Modified or updated subjective 
probabilities
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New pdf 
according 
to Bayes’
Theorem
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Andrew Lorenc, 
2004

Bayesianism is making inroad with NWP modellers
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Probabilities can only be decided if all 
members are equally likely – but are they?

We do not know and have to follow the 
“Principle of Insufficient Reason” to 

motivate equal probabilities
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AP’s 5-point program for improved probability forecasting

1. Combat the human tendency for over-confidence
2. Watch out for spurious patterns in random data sequences
3. Beware of pitfalls estimating probabilities

4. Use “base rate” or “framing” to communicate probabilities

5. Be prepared to assist the customer in the decisio n making

Rain is not less likely after this “jumpy” NWP sequence (+60h, +48h and +36h) 

� � � � � than this “steady” � � � � �

Base rate: The probability forecast for Uppsala = 20% Base rate = climatology = 2%
“-The chance of extreme weather is 10 times more likely today than normal”

Framing: “-The chance of this extreme weather somewhere in Uppland is 80%!
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Ob 
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R _

R 20 10
- 10 60

Ob
Prob

R _

100 10 0
80 8 2
60 6 4
40 4 6
20 2 8
0 0 50

Ob 
Fc

R -

R 10 0

?? 20 20

- 0 50

Categorical Non-categorical Probabilistic

But are probabilities really that essential??

What happens if we leave them 
out? If we just tell the public 
that we are very uncertain?
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Those with low 
protection cost 

interprets ?? as rain

Ob 
Fc R -
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Expected 
mean cost/d
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Those with 
high cost 
interprets ?? 
as no rain
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gain

Those with low 
protection cost 

interprets ?? as rain

Those with 
high cost 
interprets ?? 
as no rain

Ob 
Fc R -

R 10 0

?? 20 20

- 0 50

Expected 
mean cost/d

£30

£20

£10

£0
£0 £30 £60 £90 protection cost c 

£30

£20

£10

0

Almost as favourable as with probabilities!
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“Some 
terrible 
weather will 
threaten us 
on Thursday-
Friday”

The BBC forecasters 
avoided going into 

detail and did not 
show any isobar 

maps
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The cyclone 
has changed track 
several times -we
have revised our 

calculations

They took an active responsibility for the problem
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On Wednesday 14 Dec still large uncertainty about t he storm track
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Summary:

1. As long as we do not have perfect forecasts we must be 
able to tell in advance how likely they are

2. We can do it in terms of probabilities, intervals, approximate 

values or just verbally – the importance lies in the 
communication of the forecast uncertainty

3. This will also, cleverly done, provide opportunities for the 

professional forecasters to display their knowledge 
and experience .
There is much more to say about probabilities � the literature on the last slide.

So this is not the end of the story, 
not even the end of the beginning
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END
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Some good books about uncertainty and intuitive statistics


